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Abstract This paper presents a new method for recogniz-

ing 3D objects based on the comparison of invariants of their

2D projection curves. We show that Euclidean equivalent 3D

surfaces imply affine equivalent 2D projection curves that

are obtained from the projection of cross-section curves of

the surfaces onto the coordinate planes. Planes used to

extract cross-section curves are chosen to be orthogonal to

the principal axes of the defining surfaces. Projection curves

are represented using implicit polynomial equations. Affine

algebraic and geometric invariants of projection curves are

constructed and compared under a variety of distance mea-

sures. Results are verified by several experiments with

objects from different classes and within the same class.

Keywords Recognition � Algebraic surfaces �
Implicit polynomials � Invariants � Principal axes

1 Introduction

Object recognition is a central problem in computer vision.

Most object recognition systems can be classified into three

categories [1] depending upon what is measured from the

scene: (1) systems that use only intensity data, (2) systems

that use only range data, and (3) systems that use both

intensity and range data. Systems based on intensity data

mostly use points and straight line segments as features.

Systems based on range data use planar or quadric surfaces

as the most common features, but points and line segments

are also used. State-of-the-art approaches to object recog-

nition are [2]:

• Pose-consistency approaches: these methods use geo-

metric techniques to identify a sufficient number of

matches between image and model features. These

approaches include alignment techniques and affine and

projective invariants. An advantage of invariant

approach is that indexing can be done in sublinear time.

• Template matchers: these methods record a description

of all images of each object. They have been used quite

successfully in various tasks, such as face identification

and 3D object recognition. Their great advantage is

that, unlike purely geometric approaches, they exploit

the great discriminatory power of image brightness/

color information. However, they usually require a

separate segmentation step that separates the objects

from the background, and they are potentially sensitive

to illumination changes.

• Relational matchers: these methods describe objects in

terms of relations between templates. Usually, one

looks for rather conventional image patches and then

reasons about relations between them. There are two

difficulties with this approach: first, some relational

models are easy to match, but some can be difficult to

match; second, current methods handle local patches

(such as eye corners) and simple objects (such as faces)

well, but it is quite challenging to build matchers that

find, for example, animals based on relations between

image patches.
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• Aspect graphs: these methods explicitly record the

qualitative changes in object appearance due to changes

in viewpoint. Recognition techniques based on aspect

graphs lie somewhere between appearance-based and

structural methods since they actually describe the

appearance of an object by the evolution of its structure

as a function of viewpoint. In practice, such approaches

have not fulfilled their promise partly because the

reliable extraction of contour features, such as termi-

nations and T-junctions from real images is extremely

difficult and partly because even relatively simple

objects may have extremely complicated aspect graphs.

1.1 Summary of existing related work

Gonzalez et al. [3] recognized 3D objects by using Fourier

descriptors for clustering the silhouettes of the object viewed

from multiple viewpoints. Kim et al. [4] proposed a new

scalable 3D object representation, which utilizes a common-

frame constellation model (CFCM), and a fully automated

learning method, appearance-based automatic feature clus-

tering and sequential construction of clustered CFCMs, to

recognize objects. Rothganger et al. [5] presented a novel

representation for 3D objects by employing local affine-

invariant descriptors of their images and defining the spatial

relationships between the corresponding surface patches for

recognition purpose. Lee et al. [6] implemented a fast

2-stage algorithm for recognizing 3D objects using a new

feature space, built from curvature scale space images, and

the matching part is realized in the eigenspaces of the feature

space. Li et al. [7] integrated Algebraic Functions of Views

(AFoVs) with indexing and learning methods in order to

recognize 3D objects. Nagabhushan et al. [8] developed a

new technique called two-dimensional principal component

analysis (2D-PCA) for 3D object representation and recog-

nition. Chen and Bhanu [9] introduced an integrated local

surface descriptor, which is calculated only at the features

points of the object surface for surface representation and 3D

object recognition. The local surface descriptor is charac-

terized by its centroid, its local surface type, and a 2D

histogram. Mian et al. [10] performed model-based 3D

object recognition via similarity measures by constructing a

model of a 3D object from range images and defining tensors

among their views.

Diplaros et al. [11] combined the color and shape

invariants in a multidimensional color–shape context

which is subsequently used as an index for discriminative

purposes in object recognition. Shotton et al. [12] proposed

a system which is based only on local contour features and

uses a novel formulation of chamfer matching for an

automatic visual recognition. Adan et al. [13] presented a

strategy for 3D object recognition using a flexible

similarity measure based on cone-curvature (CC) features

which originates from the recent modeling wave (MW)

concept. Shan et al. [14] proposed to represent each model

object as a collection of shapeme histograms which enables

recognition of partially observed query objects from a

database of complete model objects by matching the query

histogram. Several classification and recognition schemes

are characterized by complex searches in exponential

graphs of configurations, see for example [15, 16]. For

some other older references on alignment and invariants

based on moments, B-splines, superquadrics, conics, dif-

ferential invariants, and Fourier descriptors, see [17]–[23].

1.2 An overview of our method

Algebraic curves/surfaces have proved to be very useful for

shape representation [24–27]. Invariants associated with

algebraic models have also been employed in several

model-based vision and pattern recognition applications

[29–33]. In the past few years, implicit representations have

been used more frequently, allowing a better treatment of

several problems. It is sometimes more convenient to have

an implicit equation in applications, such as determining

curve/surface intersections and the point classification

problem, since they imply a simple evaluation of the

implicit functions. Implicit polynomials (IP) are also well-

suited for determining ‘‘how close’’ measured points on a

curve/surface are to the ideal curve/surface, once the ideal

surface is modeled with an algebraic equation [34].

This work develops new techniques for identifying and

comparing 3D objects from their 2D projection curves.

Motivation for this work comes from the fact that computing

geometric invariants of 3D surfaces is not an easy task and

algebraic invariants, usually obtained by tedious symbolic

manipulations, are highly involved non-linear functions of

the curve/surface coefficients [35], and therefore they are

quite sensitive to data perturbations. This means that they

cannot be used in robust object identification and compari-

son problems. On the other hand, there is a significant

amount of work on efficient computational procedures for

computing geometric and/or algebraic invariants of 2D

curves [29, 30, 31]. Therefore, instead of comparing 3D

algebraic surfaces using non-robust algebraic invariants, we

propose to use robust algebraic/geometric invariants of 2D

projection curves obtained from boundaries of objects under

analysis. This way, a considerable speedup is also obtained

since using invariants of curves instead of boundary surfaces

is computationally much more efficient.

The proposed method begins with a range image or a

tessellated representation of an object. Both of the versions

compute the orientation of the analyzed object. When the

input is a range image, our scheme fits an algebraic surface

to the object. The eigenvectors of the second-order moment
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matrix of the surface data are then computed. These

eigenvectors imply three orthogonal directions in space

along which surface data scatter most. They are the prin-

cipal axes of the surface. Cross sections of the algebraic

surface with planes orthogonal to its principal axes yield

projection curves on the coordinate planes. When the input

is a tessellated image, we compute the orientation of the

analyzed object employing a quasi-convex hull of the

boundary of the subject. The quasi-convex hull induces an

orientation of the input object in terms of inertia axes, as

defined by the moment of inertia tensor. Cross sections are

obtained by intersecting planes perpendicular to axes of

inertia and the tessellated model. Since cross sections are

planar curves, we treat them as projection curves, i.e.

consider reorienting objects such that inertia axes coincide

with the coordinate axes.

We show that these projection curves are affine equiv-

alent. We propose two methods for constructing both

algebraic and geometric affine invariants of projection

curves. For 3D object recognition, we employ an average

similarity measure of the invariant vectors of certain

number of projection curves on the coordinate planes. In

addition, we also employ a distance measure between sets

of invariants. Our method falls into the category of pose-

consistency approaches described above.

This paper is organized as follows. In Sect. 2 we define

cross sections and projection curves of 3D objects and

establishes affine equivalence of projection curves for

Euclidean equivalent surfaces in the form of a theorem.

Projection curves obtained from principal cross sections are

also presented. In Sect. 3 we present algebraic representa-

tions for modeling. We consider both algebraic surfaces and

curves. Section 4 develops affine invariants of projection

curves, defines a similarity for comparing invariant vectors,

and presents the proposed method in algorithmic form.

Section 5 discusses experimental results. Finally, Sect. 6

summarizes our work and concludes with some remarks.

2 Cross sections of an object and projection curves

Intersection of a 3D object with a plane in arbitrary ori-

entation gives a cross-section curve. Further, we project

this curve onto the coordinate planes and obtain a projec-

tion curve. More precisely, let X be a 3D object and qX be

its boundary. Moreover, let P be a plane in R
3. Denoting

the cross-section curve by C, we have

X \P ¼ C ð1Þ

We will orthogonally project the curve C onto the z = 0

plane and denote the resulting projection curve by !. In

other words,

C�!Pz¼0
! ð2Þ

In case the plane P is orthogonal to the z = 0 plane, one

should consider projections onto the two other coordinate

planes since projection onto the z = 0 plane does not imply

a well-defined closed-bounded curve.

2.1 Affine equivalent projection curves

Let B and �B be two object boundaries related by a

Euclidean/rigid transformation E, which consists of a

rotation, R, and a translation, T, and let P : z = a1x ?

b1y ? c1 and �P : z ¼ a2xþ b2yþ c2 be the correspond-

ing planes that are related by the same rigid transforma-

tion. Let C and �C be the cross-section curves, and let !
and �! be the projection of C and �C under the projection

Pz=0 onto the plane z = 0, respectively. The following

theorem establishes affine equivalence of ! and �!.

Theorem 1 If two surfaces B and �B are Euclidean

equivalent, their corresponding projection curves ! and �!
are affine equivalent.

Proof Euclidean equivalence of B and �B implies

Euclidean equivalence of C and �C, namely

B�!E �B) C�!E �C ð3Þ

To prove this basic fact note that C and �C are two planar

curves on the corresponding planes P : z = a1x ? b1y ?

c1 and �p : z ¼ a2xþ b2yþ c2. Since Euclidean equivalence

of B and �B implies Euclidean equivalence of the

corresponding planes that are related by the same

Euclidean transformation, it follows that C and �C are

also Euclidean equivalent.

Let (x, y, z)T and ð�x; �y; �zÞT be two corresponding points

on C and �C, respectively. In light of (3), C and �C are related

by E, and therefore it follows that

�x
�y
�z

0
@

1
A ¼

r11 r12 r13

r21 r22 r23

r31 r32 r33

0
@

1
A

x
y
z

0
@

1
Aþ

t1

t2

t3

0
@

1
A ð4Þ

Since the point (x, y, z)T lies on the plane P, we have

z = a1x ? b1y ? c1. Substituting this into (4) and

considering the first two equations, we obtain

�x
�y

� �
¼ r11 þ r13a1 r12 þ r13b1

r21 þ r23a1 r22 þ r23b1

� �
x
y

� �

þ t1 þ r13c1

t2 þ r23c1

� �
ð5Þ

which proves affine equivalence of ! and �!.
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2.2 Projection curves obtained from primary cross

sections

We are interested in cross sections that are intrinsic to each

3D object. In this section, we define intrinsic cross sections

and use the term primary. In order to define primary cross

sections, we introduce moments.

The moment of order p, q, r of a 3D object X is

mp;q;r ¼
Z

X

xpyqzrdm;

where dm is the differential element of mass inside X.

Moments, among other things, define physical properties of

objects, such as center of mass as well as orientation of

objects. For example, the mass center of X, G, is defined

by G ¼ Gx;Gy;Gz

� �
¼ m1;0;0

m0;0;0
;

m0;1;0

m0;0;0
;

m0;0;1

m0;0;0

� �
:

2.2.1 Primary cross sections: the cloud of points case

Let

Rp;q;r ¼
Z

X

x� Gxð Þp y� Gy

� �q
z� Gzð Þrdm

0
@

1
A;

where p ? q ? r = 2. We call this matrix the second-order

moment matrix. When the input of our scheme is a cloud of

points, we approximate the center and the second-order

moment matrix using a sufficient number of data points, Xi,

i = 1, ..., N, on it as follows:

G ¼
PN

i¼1 Xi

N
ð6Þ

R ¼
PN

i¼1ðXi � GÞðXi � GÞT

N
ð7Þ

The second-order moment matrix is symmetric, R = RT,

and semi-positive definite, R C 0. Therefore, its eigenvalues

are real and non-negative. Let these eigenvalues be denoted

by k1, k2, and k3, and the corresponding eigenvectors by v1,

v2, and v3. These eigenvectors form the axes of an ellipsoid,

with half-axes lengths
ffiffiffiffiffi
k1

p
;
ffiffiffiffiffi
k2

p
, and

ffiffiffiffiffi
k3

p
: Eigenvector

directions are the principal axes along which data scatter

most [36, 37]. We would like to note that if a surface in 3D

space is subject to a Euclidean transformation, its principal

axes will also be subjected to the same transformation. We

refer to the third axis as the primary axis.

Assume we have computed the mass center and the

orientation of a 3D object. A set of primary planes is a set

of planes that are perpendicular to the primary axis and

they are symmetrically located around the origin. For

clarity, if the cardinality of the set of primary planes is odd,

the central plane passes through the mass center of the 3D

object. The intersections of a set of primary planes with the

3D surface define a set of primary cross sections.

2.2.2 Primary cross sections: the tessellation case

For tessellated surfaces, however, we compute moments

using explicit formulas as described in [38]. We embed the

tessellated surface into a quasi-convex hull. We refer to the

center of mass and orientation of the quasi-convex hull as

being those of the underlying object. In this case, we define

the orientation of object via inertia axes. We refer to the

axis that correspond to the smallest absolute eigenvalue in

the moment of inertia tensor as the primary axis.

In this context, we use the term principal axes in the

same way we have defined it in Sect. 2.2.1. The intersec-

tions of a set of primary planes with the tessellated model

defines a set of primary cross sections.

In the cloud of points case, we use the term primary

projection curve to refer to projections of primary cross

sections onto coordinate planes. In the tessellation case, we

use the term primary projection curve to refer to the pri-

mary cross sections if the object’s inertia axes are aligned

with the coordinate axes.

3 Modeling object boundaries using algebraic

representations

Algebraic curves and surfaces are among the most pow-

erful boundary representation methods that can be used to

model 2D and 3D objects. In this work, we will consider

fitting of both 3D and 2D algebraic representations.

3.1 Obtaining projection curves by fitting algebraic

surfaces

3D object data can be modeled by nth degree implicit

surfaces of the form:

Fnðx; y; zÞ ¼
X

0� i;j;k;iþjþk� n

aijkxiyjzk

¼ a0;0;0|ffl{zffl}
H0

þ a1;0;0xþ a0;1;0yþ a0;0;1z|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
H1ðx;y;zÞ

þ � � �

þ an;0;0xn þ � � � þ a0;0;nzn

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
Hnðx;y;zÞ

¼ ½1 x . . . zn�|fflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflffl}
mT

½a0;0;0 a1;0;0 . . . a0;0;n�T|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
a

¼ mT a ¼ 0 ð8Þ

where each ternary form Hr(x, y, z) is a homogeneous

polynomial of degree r (0 B r B n) in x, y, and z, i.e. sum

of the exponents in each term is r; mT is the vector of
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monomials; and a is the vector of implicit polynomial (IP)

coefficients. An algebraic surface is called monic if

an,0,0 = 1. A 2D curve model is similar, but with the z

terms discarded, namely

fnðx; yÞ ¼
X

0� i;j;iþj� n

aijx
iyj ¼ a0;0|{z}

h0

þ a1;0xþ a0;1y|fflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflffl}
h1ðx;yÞ

þ � � �

þ an;0xn þ � � � þ a0;nyn

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
hnðx;yÞ

¼ ½1 x . . . yn�|fflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflffl}
mT

½a0;0 a1;0 . . . a0;n�T|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
a

¼ mT a ¼ 0 ð9Þ

The problem of representing a dataset or some of its

sections by an IP model is referred to as the polynomial

fitting problem. Usually a cost function in the following

form is minimized

J ¼ 1

N

XN

i¼1

Dist2ðPi; ZðFnÞÞ ð10Þ

where Dist(Pi, Z(F)) is the distance of the data point

Pi = (xi, yi, zi)i=1
N to the zero set Z(Fn) = {(x, y, z) :

Fn(x, y, z) = 0} of the IP model Fn(x, y, z).

There are two main categories of IP fitting techniques:

the non-linear methods, which use the true geometric dis-

tance or Euclidean approximation, and linear methods

based on the algebraic distance. The non-linear approaches

are invariant to transformations in the Euclidean space and

are not biased [39]. However, except for very basic shapes,

there is no available closed form expression for the

Euclidean distance. Therefore, very time-consuming iter-

ative optimization procedures must be carried out [24, 25].

Thus, linear techniques have been applied for the IP

fitting problem [26, 27, 40]. Consequently, (10) can be

formulated as a linear least squares problem, which make

these methods much faster than the non-linear solutions.

In light of Sect. 2, cross section of an algebraic surface

Fn(x, y, z) = 0 with a plane z = ax ? by ? c yields the

following cross-section curve:

C ¼D fðx; y; zÞj Fnðx; y; zÞ ¼ 0; z ¼ axþ byþ cg ð11Þ

The orthogonal projection of C onto z = 0 will give us the

projection curve ! as

C�!Pz¼0
!¼D fðx; yÞj fnðx; yÞ ¼ 0g

where fn(x, y) = 0 is an algebraic curve obtained by

plugging z = ax ? by ? c into Fn(x, y, z) = 0.

3.2 Obtaining projection curves through fitting

algebraic curves to the cross sections

of tessellations

When objects have relatively complicated shapes we avoid

3D polynomial fitting. We compute intersection of the 3D

input object with cross-section planes and fit polynomials

to the resulting 2D intersection contours. We describe this

procedure using images in Fig. 1. Consider the 3D tessel-

lated object at the top of Fig. 1. This image shows an ant

which is a tessellated model in Princeton shape benchmark

[41]. We show a quasi-convex hull of the ant in violet. This

quasi-convex hull is further used in computing the orien-

tation of the object. The axes of inertia are superimposed

on the image and shown in red, green, and blue. Nine

primary cross sections, which are perpendicular to the red

axis, i.e. x axis, intersect the body and the legs of the ant.

These nine intersection curves are superimposed on the

model and are shown in blue. The intersection curve

undergoes 2D polynomial fitting. The results of the

Fig. 1 Polynomial fitting for

the primary cross sections of an

ant, which is an object in

Princeton shape benchmark.

The second and third image

lines represent bivariate

polynomial fittings to the

primary cross sections

Pattern Anal Applic (2010) 13:451–468 455
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polynomial fitting for each one of the nine intersections are

shown in the second and the third line of Fig. 1.

As a conclusion for Sects. 2 and 3, we summarize the

flow of computation in an algorithm. This algorithm is

presented in Algorithm 1.

4 Affine invariants of algebraic curves

Affine equivalent curves have the same affine invariants.

One can compute algebraic/geometric affine invariants of

projection curves using a variety of techniques. In this

paper, we present two methods for constructing such

invariants.

Before introducing invariants, let us recall the following

important result.

Theorem 2 [31] A non-degenerate (monic) polynomial

fn(x, y) can be uniquely expressed as a finite sum of the

products of real and/or complex line factors, namely

fnðx; yÞ ¼ Pnðx; yÞ þ cn�2½Pn�2ðx; yÞ þ cn�4½Pn�4ðx; yÞ
þ � � ��� ð12Þ

where each Pkðx; yÞ ¼
Qk

i¼1 Liðx; yÞ is the product of k line

factors and ck’s are some real scalars.

For example, a (monic) conic (n = 2), cubic (n = 3),

and quartic (n = 4) curve can be (line) decomposed as

f2ðx; yÞ ¼ L1ðx; yÞL2ðx; yÞ þ a ¼ 0;

f3ðx; yÞ ¼ L1ðx; yÞL2ðx; yÞL3ðx; yÞ þ aL4ðx; yÞ ¼ 0;

and

f4ðx; yÞ ¼ L1ðx; yÞL2ðx; yÞL3ðx; yÞL4ðx; yÞ
þ aL5ðx; yÞL6ðx; yÞ þ b

¼ 0; ð13Þ

respectively, where a and b are real scalars.

In the sequel, we will focus on quartic curves.

4.1 Algebraic affine invariants using canonical curves

Consider a line decomposed quartic curve as in (13). For

closed-bounded curves, L1(x, y), ..., L4(x, y) will form two

pairs of complex-conjugate lines, namely {L1, L2 = L1
*}

and {L3, L4 = L3
*}. The intersection of complex-conjugate

lines will be two real points, p1 = (x1, y1) and p2 =

(x2, y2). The remaining two lines, L5(x, y) and L6(x, y), can

be either real or complex-conjugate, but their intersection

will be a third real point, p3 = (x3, y3). When the curve

undergoes an affine transformation all the lines map to the

corresponding lines in the transformed curve. The same

correspondence holds for intersection points. Such inter-

section points are termed ‘‘related-points’’ in [29, 31].

These related points motivate introduction of canonical

curves as follows:

Assume f4(x, y) = 0 and �f4ðx; yÞ ¼ 0 are affine equiva-

lent quartic algebraic curves. Let the mappings of three

points of f4(x, y) = 0 to the corresponding related points of
�f4ðx; yÞ ¼ 0, be described by

ðxi; yiÞ�!
A ð�xi; �yiÞ i ¼ 1; 2; 3:

This mapping defines the affine transformation matrix A

via the relation

x1 x2 x3

y1 y2 y3

1 1 1

0
@

1
A

|fflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflffl}
¼D T

¼ A
�x1 �x2 �x3

�y1 �y2 �y3

1 1 1

0
@

1
A

|fflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflffl}
¼D �T

¼) A ¼ T �T�1:

ð14Þ

Note that three such related points of f4(x, y) = 0

defines a canonical transformation matrix

Ac¼
D

x1 � x3 x2 � x3 x3

y1 � y3 y2 � y3 y3

0 0 1

0
@

1
A ð15Þ

and a corresponding monic (a4,0 = 1) canonical curve

f4
c(x, y) = 0 of f4(x, y) = 0 defined by the relation

f4ðx; yÞ ¼ 0�!Ac
scf c

4 ðx; yÞ ¼ 0; ð16Þ

for some scalar sc. Three corresponding related points of
�f4ðx; yÞ ¼ 0 will define a corresponding canonical

transformation matrix
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�Ac¼
D

�x1 � �x3 �x2 � �x3 �x3

�y1 � �y3 �y2 � �y3 �y3

0 0 1

0
@

1
A ð17Þ

and a corresponding monic canonical curve �f c
4 ðx; yÞ ¼ 0 of

�f4ðx; yÞ ¼ 0 defined by the relation

�f4ðx; yÞ ¼ 0�!Ac
�sc

�f c
4 ðx; yÞ ¼ 0; ð18Þ

for some scalar �sc.

Theorem 3 [29] The implicit polynomial curves

f4(x, y) = 0 and �f4ðx; yÞ ¼ 0 will be affine equivalent if and

only if their (monic) canonical curves f4
c(x, y) = 0 and

�f c
4 ðx; yÞ ¼ 0 are the same, in which case the affine trans-

formation matrix is given by A ¼ Ac
�A�1

c .

Curve decomposition is detailed in [31]. After decom-

posing the curves, related-points can easily be determined

as the real intersection points of the lines. These points will

imply canonical transformation matrices defined by (15)

and (17) and the corresponding canonical curves defined by

(16) and (18), respectively. Therefore, we can associate a

canonical curve with each projection curve. Since Theorem

2 establishes the fact that affine equivalent curves have the

same canonical curve, all the coefficients of a canonical

curve will be algebraic invariants, and therefore a vector of

algebraic invariants can be constructed from them.

To be more specific, let

f c
4 x; yð Þ ¼ ac

40x4 þ ac
31x3yþ � � � þ ac

00

be monic such that a40
c = 1. The vector

ac
40 ¼ 1½ �; ac

31; . . .; ac
00

� �

represents a set of algebraic invariants.

4.2 Geometric affine invariants using distance ratios

A monic (an,0 = 1) algebraic curve of degree n has

n(n ? 3)/2 independent coefficients and therefore will have

at least n(n ? 3)/2 - 6 functionally independent invariants

under the affine group [21]. Note that affine group has six

transformation parameters. For example, a quartic curve

(n = 4) has 14 independent coefficients, and therefore it

has at least eight affine invariants.

Line decomposition of a quartic curve will imply that

f4ðx; yÞ ¼ L1ðx; yÞL2ðx; yÞL3ðx; yÞL4ðx; yÞ
þ aL5ðx; yÞL6ðx; yÞ þ b

¼ 0;

with a and b representing 2 independent scalar invariants.

In this case, the counting argument will imply at least

14 - 6 - 2 = 6 additional affine invariants. Next, we will

show how to construct these invariants.

First of all, lines in the decomposition of the curve can be

ordered based on the real and imaginary parts of their

parameters. Therefore, we can assume without loss of gen-

erality that the lines are ordered. First three lines L1(x, y) = 0,

L2(x, y) = 0, and L3(x, y) = 0 define what we call a ‘‘base

triangle’’. L4(x, y) = 0, L5(x, y) = 0, and L6(x, y) = 0 will

intersect the lines L1(x, y) = 0, L2(x, y) = 0, and L3(x, y) =

0. The lines L4(x, y) = 0, L5(x, y) = 0, and L6(x, y) = 0 are

called ‘‘transversals’’ of the base triangle (see Fig. 2).

The x and y coordinates of the intersection point P of

any two non-parallel complex lines will in general be

complex numbers of the form

x ¼ aþ bi; y ¼ cþ di

The distance between two points with generally complex

coordinates, P = (a1 ? ib1, c1 ? id1) and Q = (a2 ? ib2,

c2 ? id2), is given by

jjðQ�PÞjj¼D jQPj ¼ jPQj

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ða2� a1Þ2þ ðb2� b1Þ2þ ðc2� c1Þ2þ ðd2� d1Þ2

q
�0

ð19Þ

Menelaus’ Theorem [31] states that the product of ratios

of distances measured from the intersection points to the

corners of the triangle is 1, namely

jP34P23j
jP34P13j

jP14P13j
jP14P12j

jP24P12j
jP24P23j

¼ 1 ð20Þ

Since the product of three distance ratios is 1, one of them

can be determined automatically if the remaining two are

specified. In general there is no constraint on these two

distance ratios, and therefore they will be independent of each

other. Since the distance ratio on a line is an affine invariant,

L
1

L
2

L
3

L
4

P
13

P
23

P
12

P
24

P
14

P
34

Transversal

Fig. 2 A base triangle defined by L1, L2, and L3 and its transversal L4
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the first transversal L4(x, y) = 0 will imply two independent

affine distance ratio invariants relative to the base triangle.

The other two lines, L5(x, y) = 0 and L6(x, y) = 0, will each

define two more independent ratio invariants, hence giving a

total of six affine invariants as noted above. To be more

specific, for the quartic (n = 4) case, the vector

jP34P23j
jP34P13j

;
jP14P13j
jP14P12j

;
jP35P23j
jP35P13j

;
jP15P13j
jP15P12j

;
jP36P23j
jP36P13j

;
jP16P13j
jP16P12j

� �

represents a set of geometric invariants, where Pij repre-

sents the intersection of the ith line with the jth one,

i, j [ {1, ..., 6}.

4.3 Comparison of invariant vectors

Algebraic/geometric invariants of a curve can be concate-

nated to form a vector called ‘‘invariant vector’’. To

compare two invariant vectors, the cosine of the angle

between invariant vectors can be used as a similarity

measure. The more this value is closer to one, the more

similar invariant vectors are. More precisely,

cosðhÞ ¼ ha; bikakkbk ð21Þ

where h is the angle between two invariant vectors, h.,.i
denotes the inner product, ||.|| denotes the Euclidean norm, and

a and b are the invariant vectors of the two projection curves.

Let

MatchGradePointClouds arrInvs1; arrInvs2
� �

ð22Þ

be a procedure that computes the similarity between two

input vectors arrInvs1and arrInvs2. We use this procedure

in a matching grades routine for arrays of invariants, which

is described in Algorithm 2.

4.4 Distance between invariant matrices

Let A and B be two m 9 n matrices of invariants.

Define the distance between these two matrices of invari-

ants as

Xm

i¼1

Xn

j¼1

Aij � Bij



 


Aij



 

þ Bij



 

: ð23Þ

We will use the notation

MatchGradeTessellation mtrxInvs1;mtrxInvs2
� �

ð24Þ

for a procedure that computes the distance between two

input vectors mtrxInvs1 and mtrxInvs2 as defined in

Eq. (23).

4.5 Object comparison algorithm

In this section we deep into the details of comparison of

invariants. The main comparison algorithm is described in

Algorithm 5. Several necessary routines are defined in

Algorithms 3 and 4.
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5 Experimental results and discussions

In this section we present several experiments. We differ-

entiate between moderately complicated structures and

relatively complicated objects. In addition, the moderately

complicated objects are grouped into classes that have

relative small number of members, while the more com-

plicated ones are included in large classes. In particular, we

consider moderately complicated objects defined by clouds

of points, while the relatively complicated objects repre-

sented by tessellated models, which are included in widely

accessible large databases of objects, such as Princeton

[41] and McGill [42] 3D shape benchmarks.

5.1 Experiments with objects represented by cloud

of points

In these experiments we employ 3D surface fitting. 3D

objects defined by clouds of points are modeled by fourth

degree algebraic surfaces and then projection curves are

extracted for comparison purposes.

5.1.1 Experiments with objects from different classes

Several experiments are performed for invariant recognition

of 3D objects represented by implicit algebraic surfaces.

Object pose is changed by applying randomly selected

Euclidean transformations to 3D object data. The original

and the transformed data are normalized and fitted by fourth

degree (quartic) algebraic surfaces [27]. Principal axes are

then calculated from the resulting surface data although

they can directly be computed from raw 3D data. Seven

principal planes, with 0.1 unit distance apart and orthogonal

to the principal axis with the largest eigenvalue, i.e. the

primary principle axis, are used to construct cross-section

curves of the surfaces. One of the planes is selected to be at

the center and the remaining ones are placed uniformly

around the center (three on each side of the center). In

principle, one can use any number of such planes for gen-

erating projection curves, but seven of them are sufficient

for performing invariant computations. Since more than one

projection curve is employed, the average similarity is

computed and employed for object comparison.

The sample objects used in our experiments are depicted

in Fig. 3. Figures 4, 5, and 6 show three example objects,

their fourth degree algebraic surface models with the

principal axes, v1, v2, and v3, computed, and seven cross

section and projection curves.

Results of various experiments are tabulated in Table 1.

First two columns in the table show sample objects and the

type of invariants, algebraic or geometric, used for simi-

larity computation. The next column shows average simi-

larities in the noise-free case, where each object is subject

to a random Euclidean transformation and is compared

with its transformed version based on average similarity of

affine invariants of its projection curves. Next two columns

in the table indicate average similarities in two different

noisy scenarios, where each object is subject to a random

Euclidean transformation and corrupted by a Gaussian

noise with specified variances, r2 = 0.0025 and r2 = 0.01,

and then compared with its transformed version based on

Fig. 3 Sample objects used in

our experiments: Duck, bottle,

venus, patella bone, mannequin,

balljoint, phone, apple, heart,

and pear
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average similarity of affine invariants of its projection

curves. Similarly, the next two columns show average

similarities in two different missing data situations, where

each object is subject to a random Euclidean transforma-

tion and a certain percentage, 10 and 20%, of object data

are randomly discarded, and then compared with its

transformed version based on average similarity of affine

invariants of its projection curves. Finally, the last column

in the table shows average similarities for the case, where

each object is re-sampled by throwing half of the points.

The resulting objects are each subject to a random

Euclidean transformation and then fitted by algebraic sur-

faces. Their projection curves are computed and compared

based on average similarity of their affine invariants.

Analysis of Table 1 reveals several important facts. In

the noise-free case object self-comparisons imply average

similarities near one, both for algebraic and geometric

invariants, which is what we expect. In other cases, where

objects are subject to data perturbations, average similar-

ities are relatively robust although they might assume

quite different values for algebraic and geometric invari-

ants. To see how well these similarities can discriminate

different objects, comparisons have also been made for

different objects. A test object, phone, is compared with

10 different model objects in our database and results are

tabulated in Table 2. Note that the average similarity for

phone objects is very close to one, and far below one for

the phone and other objects. Figure 7 depicts these

Fig. 5 a Apple data, b apple fit

with axes, and c cross section

and projection curves

Fig. 6 a Pear data, b pear fit

with axes, and c cross section

and projection curves

Fig. 4 a Phone data, b phone fit

with axes, and c cross section

and projection curves
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Table 1 Average similarities of

algebraic and geometric

invariants for different objects

subject to random Euclidean

transformations and various

data perturbations

Noiseless r2 = 0.0025 r2 = 0.01 %10 %20 Re-sampled

Phone

Algebraic 0.9995 0.9972 0.9618 0.9976 0.7909 0.9999

Geometric 0.9989 0.9998 0.9944 0.9985 0.9936 0.9999

Apple

Algebraic 0.9980 0.9874 0.7036 0.9985 0.9964 0.7190

Geometric 0.9996 0.9985 0.9894 0.9998 0.9963 0.9995

Pear

Algebraic 0.9999 0.9957 0.9333 0.9475 0.8402 0.9861

Geometric 0.9828 0.9776 0.8368 0.9772 0.9328 0.9808

Heart

Algebraic 0.9837 0.9044 0.8794 0.8427 0.8649 0.4961

Geometric 0.9664 0.8712 0.8763 0.9323 0.9516 0.9639

Patella

Algebraic 0.9370 0.8898 0.8219 0.9929 0.9870 0.9679

Geometric 0.9988 0.9536 0.7575 0.9927 0.7858 0.9357

Bottle

Algebraic 0.9987 0.9956 0.9919 0.9866 0.9403 0.9238

Geometric 0.9995 0.9989 0.9978 0.9936 0.9640 0.9746

Venus

Algebraic 0.9917 0.9998 0.8193 0.9907 0.9885 0.8312

Geometric 0.9844 0.9998 0.9691 0.9884 0.9749 0.8672

Mannequin

Algebraic 0.9939 0.9929 0.9899 0.9795 0.9681 0.9837

Geometric 0.9990 0.9980 0.7005 0.9301 0.8298 0.7576

Duck

Algebraic 0.9970 0.9942 0.9875 0.9730 0.8038 0.9912

Geometric 0.9713 0.8181 0.7244 0.9684 0.9014 0.9950

Balljoint

Algebraic 0.9433 0.9798 0.9695 0.9642 0.8569 0.9756

Geometric 0.9369 0.8719 0.7623 0.8436 0.7359 0.9394

Table 2 A test object (phone) has been compared with model objects

in the database based on average similarities of invariant vectors

Model objects

Test object (phone)

Algebraic Geometric

Phone 0.9764 0.9994

Apple 0.3232 0.6337

Heart 0.5980 0.6491

Pear -0.0339 0.4938

Duck 0.5338 0.5034

Bottle 0.6809 0.4939

Venus 0.6429 0.2894

Patella 0.2268 0.6593

Mannequin -0.0147 0.5156

Balljoint 0.4864 0.6380
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Fig. 7 Test object is the phone. Model objects are: 1 phone, 2 apple,

3 heart, 4 pear, 5 duck, 6 bottle, 7 venus, 8 patella, 9 mannequin, and

10 balljoint. Average similarities are plotted both for algebraic

(circle) and geometric (square) invariants, and are included in a

dotted ellipse for each object. The dotted line is a threshold value
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average similarities for the test and model objects graph-

ically. A threshold value of approximately 0.7 matches the

test object (phone) to the model object (phone) and dis-

criminates it from the remaining model objects.

5.1.2 Experiments with similar but not identical objects

To see the discrimination power of the proposed method

for similar, but not identical objects represented as cloud

of points, we have performed two sets of experiments

with head and car datasets (see Figs. 8 and 9). Tables 3

and 4 tabulate comparison of invariant vectors for these

similar, but not identical objects. Note that while identical

objects have a similarity value, for both algebraic and

geometric invariants, well above 0.9, i.e. very close to

one, similar but not identical ones have similarity values

less than this value. These experimental results show the

potential of our proposed method for within-class

recognition.

5.2 Experiments with tessellated objects

We present results of an implementation in C?? [43]. We

have used several numerical procedures from the Numerical

Recipes in C [44] library. For example, we have used the

zrhqr routine for computing roots of polynomials toward

polynomial decomposition. For visualization purposes, we

have used the VTK [45] library and Mesh View [46]. We

have run our implementation over a Core2Duo computer

equipped with two 3 GHz processors and 2 GB of memory.

We have also used VTK for 3D data processing. For

example, the quasi-convex hulls are computed employing

the vtkHull class. Following vtkHull specification [45],

vtkHull generates a hull by squeezing the planes toward the

input model, until the planes touch it, and computes the

intersection among these planes in a polyhedron repre-

sentation. For each face of the model, we compute its

normal and consider one of its boundary points. Let us call

this point a representative of the face. All representatives

Fig. 8 Female, male, and alien

heads

Fig. 9 Car frames for harrier-

hybrid, isis, prius (first row),

toyota, century, and mini-

cooper (second row),

respectively
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and normals are then given at input to vtkHull, which

computes a quasi-convex hull. We have experimented with

more initialization setups for vtkHull, however, the way

described here is the best trade-off we have found. For

clarity, we should note that vtkHull receives input faces and

computes intersections among them only.

We present part of the objects that we considered from

Princeton and McGill shape benchmarks in Fig. 10. In all

experiments performed on tessellated objects, we used

nine primary planes where the distance between them

is 0.1.

One of the differences between the McGill and Prince-

ton shape benchmark objects is the accuracy of tessellation.

The objects in Princeton shape benchmark are usually

represented by one mesh. Unlike this, the objects in McGill

are represented by adjacent surfaces that intersect each

other, i.e. several meshes approximates the surface of the

objects, see Fig. 11.

Another problem we have coped with is articulated

objects. The large variability of configurations in which

articulated objects might appear induces an inherent need

for a careful selection of objects for analysis, see

Fig. 12.

In the next sections, we show confusion matrices for

Princeton and McGill shape benchmarks. These confusion

Table 3 Comparison of test object (male1) with other objects

Test object: male1

Algebraic Geometric

Male1 0.9456 0.9952

Male2 0.8066 0.8428

Male3 0.7917 0.8121

Female1 0.6802 0.7850

Female2 0.6968 0.5101

Female3 0.6145 0.5020

Allien1 0.5897 0.3228

Allien2 0.5975 0.6277

Table 4 Comparison of test object (harrier-hybrid) with the other car

frames

Test Object: harrier-hybrid

Algebraic Geometric

Harrier-hybrid 0.9998 0.9236

Isis 0.4768 0.8037

Prius 0.9972 0.7614

Toyota 0.7802 0.7142

Century 0.2799 0.8425

Mini-cooper 0.8236 0.8144

Fig. 10 Princeton and McGill

3D shape benchmarks. Each

group of two lines represent

tessellated objects (top) and

objects superimposed with their

axes of inertia, approximations

of their convex hulls, and

intersection with principal

planes (bottom). The red, green,

and blue axes correspond to Ox,

Oy, and Oz coordinates,

respectively. The axes Ox, Oy,

and Oz are ordered in increasing

absolute eigenvalues (of the

inertia matrix) of the analyzed

objects. The intersection with

primary planes are represented

with blue contours. The primary

planes are perpendicular to Ox
axis. The tessellation models are

visualized with Mesh Viewer

[46]
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matrices are given in tables. Each presented table involves

a set of classes. For each table, on each line we consider a

certain class, of which representatives belong to the same

or other different classes. The number of objects correctly

classified are reported on the diagonals of the table. The

i, jth entry of the table represents the number of objects in

the ith class that belong to the jth one.

When classifying an object we compare its invariants

versus all other objects in various classes. We compute the

closest object in terms of distances of invariants using

Algorithm 5, which relies on Eq. (23).

5.2.1 Experiments with McGill 3D shape benchmark

objects

We present results of three experiments performed on

McGill 3D shape benchmark in Tables 5, 6, 7, 8, 9, and 10.

The McGill 3D shape benchmark divides the objects into

articulated and non-articulates super-classes. Each super-

class is further divided into sub-classes. We have chosen

less articulated classes for experiments, see also Fig. 12.

Fig. 11 Problems in tessellations of Princeton and McGill bench-

marks objects. The blue curves represent intersection of parallel

planes with the tessellation of the objects under analysis. In Princeton

objects, usually, the contours are clearly defined by a unique mesh, in

almost any region of the object, see the left image. Unlike Princeton,

McGill objects are characterized by multiple meshes, and therefore,

intersections with parallel planes consist of multiple contours, see the

set of the three images at right. The images in the right represent a full

object as well as two zoom-in regions. The two zoom-in regions

illustrate the same part of the plane body, which is represented as

wires and tessellations

Fig. 12 Problems with

articulated objects in Princeton

and McGill shape benchmarks

Table 5 Algebraic invariants-based confusion matrix computed for

three classes from McGill 3D shape benchmark

Humans Cups Fishes

Humans 9 4 4

Cups 5 9 2

Fishes 4 2 13

Table 6 Geometric invariants-based confusion matrix computed for

three classes from McGill 3D shape benchmark

Humans Cups Fishes

Humans 6 5 6

Cups 1 9 6

Fishes 6 5 8

Table 7 Algebraic invariants-based confusion matrix computed for

four classes from McGill 3D shape benchmark

Birds Cups Fishes Four

Birds 5 1 1 6

Cups 2 7 5 2

Fishes 0 2 13 4

Four 3 6 8 14

Table 8 Geometric invariants-based confusion matrix computed for

four classes from McGill 3D shape benchmark

Birds Cups Fishes Four

Birds 6 0 2 5

Cups 0 9 6 1

Fishes 1 4 10 4

Four 2 7 8 14
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5.2.2 Experiments with Princeton shape benchmark

objects

We present results of three experiments performed on

Princeton shape benchmark in Tables 11, 12, 13, 14, 15,

and 16. In these experiments, we focus on classifying sub-

classes of one super-class. In the first experiment, we

compute the confusion matrix for the car super-class (see

Tables 11 and 12). In the second experiment, we compute

the confusion matrix for the air-vehicle super-class (see

Tables 13 and 14). In the third experiment, we compute the

confusion matrix for several classes that might be consid-

ered part of the super-class vehicle (see Tables 15 and 16).

Table 9 Algebraic invariants-based confusion matrix computed for various classes from McGill 3D shape benchmark

Ants Humans Airplanes Birds Cups Dolphins Fishes Four Tables

Ants 2 3 1 1 1 1 0 0 0

Humans 4 4 1 1 2 0 2 3 0

Airplanes 1 1 7 0 4 0 4 1 1

Birds 2 1 0 4 0 1 0 3 2

Cups 2 2 1 0 5 1 2 2 1

Dolphins 0 3 0 0 2 2 3 1 0

Fishes 0 1 0 0 1 3 10 3 1

Four 1 5 1 1 4 2 6 9 2

Tables 1 2 2 2 3 1 1 0 6

Table 11 Algebraic invariants-based confusion matrix computed for

the car super-class from Princeton shape benchmark

Race-car Sedan Sports-car

Race-car 9 2 3

Sedan 2 14 4

Sports-car 4 7 1

Table 12 Geometric invariants-based confusion matrix computed for

the car super-class from Princeton shape benchmark

Race-car Sedan Sports-car

Race-car 3 8 3

Sedan 3 15 2

Sports-car 1 6 5

Table 13 Algebraic invariants-based confusion matrix computed for

the air vehicle super-class from Princeton shape benchmark

Dirigible Hot-air-balloon

Dirigible 5 1

Hot-air-balloon 1 5

Table 14 Geometric invariants-based confusion matrix computed for

the air vehicle super-class from Princeton shape benchmark

Dirigible Hot-air-balloon

Dirigible 3 3

Hot-air-balloon 1 5

Table 10 Geometric invariants-based confusion matrix computed for various classes from McGill 3D shape benchmark

Ants Humans Airplanes Birds Cups Dolphins Fishes Four Tables

Ants 3 0 1 0 0 0 0 2 3

Humans 1 1 4 0 0 0 3 5 3

Airplanes 0 1 7 0 1 1 1 4 4

Birds 1 2 2 4 0 0 2 0 2

Cups 0 0 1 0 8 1 4 0 2

Dolphins 0 3 1 0 1 2 1 0 3

Fishes 0 4 3 0 3 0 6 3 0

Four 0 7 4 0 2 1 6 10 1

Tables 0 2 6 2 2 0 0 4 2
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5.3 Implementation details and time performance

analysis

We divide the whole processing into three stages and

provide time performance analysis for each one of them.

We report time requirements for polynomial fitting, poly-

nomial decomposition, as well as invariants extraction.

We depict average time performance of polynomial

fitting algorithm [28] in Fig. 13. In Fig. 13, we plot the time

spent for generating polynomials of degree 4, 6, 8, and 10

depending on the number of points at input. These numbers

range from 20 to over 2,000. We present time consumption

for polynomial decomposition and invariants extraction in

Fig. 14. In Fig. 14, we show the time performance analysis

for fitted polynomials of degrees 4, 6, 8, and 10.

We considered polynomials of degree 4, 6, 8, and 10

since these polynomials are the most practical ones and

usually present the best trade-off between the accuracy of

Table 15 Algebraic invariants-based confusion matrix computed for the vehicle super-class from Princeton shape benchmark

Antique car Bicycle Dirigible Hot air balloon Military tank Race car Sedan Sports car

Antique-car 1 1 0 0 0 2 1 0

Bicycle 0 1 0 0 2 0 1 1

Dirigible 0 0 4 1 0 0 1 0

Hot-air-balloon 0 0 1 4 1 0 0 0

Military-tank 0 1 1 0 5 2 5 2

Race-car 1 0 0 0 2 8 1 2

Sedan 0 0 0 0 4 2 8 6

Sports-car 0 0 0 0 3 4 7 4

Table 16 Geometric invariants-based confusion matrix computed for the vehicle super-class from Princeton shape benchmark

Antique car Bicycle Dirigible Hot-air-balloon Military tank Race car Sedan Sports car

Antique-car 1 0 0 0 1 1 0 2

Bicycle 1 0 0 0 1 2 0 1

Dirigible 0 0 2 4 0 0 0 0

Hot-air-balloon 0 0 1 4 1 0 0 0

Military-tank 0 0 0 0 7 2 5 2

Race-car 0 0 0 0 6 1 4 3

Sedan 0 0 0 0 7 2 8 3

Sports-car 0 0 0 0 4 1 6 7

Fig. 13 Polynomial fitting times Fig. 14 Polynomial decomposition and invariants extraction times
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computations and the time consumption. To the best of our

knowledge, our time performance analysis is the first seri-

ous evaluation presented for a polynomial fitting algorithm,

being performed in a framework of C?? implementation.

Moreover, it is the first serious time performance analysis

for the proposed polynomial decomposition as well as the

invariants extraction.

While many classification and recognition schemes are

characterized by complex searches in exponential graphs

of configurations, see for example [15, 16], our scheme is

fast and does not involve such heavy computations.

However, one of the limitations of our scheme is articu-

lated objects.

6 Conclusions

We have presented a new technique for recognizing 3D

objects described by algebraic surfaces using affine

invariants of their projection curves. The proposed method

explicitly constructs robust algebraic and geometric

invariants for projection curves and therefore eliminates

the need for finding and computing geometric invariants of

3D surfaces, which is a non-trivial task. Our particular

treatment based on algebraic curve decompositions pro-

vides significant new insight about invariants. Unlike the

more classical algebraic invariants, the geometric invari-

ants obtained here have a natural interpretation in terms of

distances. Therefore, one can apply several different mea-

sures when comparing such invariants. Moreover, in terms

of time performance, our algorithm is fast when compared

to existing algorithms.

Experiments with cloud of points and tessellated objects

have been performed in order to evaluate the utility of

affine invariants of projection curves for object recognition.

The robustness of such invariants has been assessed with

several noisy, missing, and re-sampled datasets. In addi-

tion, time performance analysis has been performed for

evaluating various stages of computation. While our

method is very fast, it has limitations when applied to

articulated objects. However, it can easily handle arbitrary

pose variations since it is based on invariants.
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